
A Consumer-focused Modular Approach to Labeling IoT Devices and 
Software 

Removed for review 

August 2021 

Abstract 

Prior research has shown that nearly the majority of people do not read privacy policies and consequently, cannot 
make a fully informed privacy decision. Given the complex data ecosystem in Internet of Things (IoT) devices and 
software, privacy policies are more opaque and less accessible. Presidential Executive Order 14028 requires a robust 
“labeling program” for consumers to know how their data is being collected, used, and stored [10]. Our modular 
approach to consumer-focused privacy and security labels offers a model for such labels. It leverages existing Records 
of Processing (RoP) to form a robust, scalable, and platform-independent privacy label for consumers to use. We 
tested our approach on a complex social media privacy policy and an initial pilot study showed promising results 
- the labels were more usable and informative. This approach can be leveraged to both IoT devices and software 
labeling as we strive towards more consumer-driven privacy preservation. 

Background and Problem Statement 

An evaluation of behavior on the web found that 59% of internet users have never read a privacy policy [14], so they 
are unaware of the extent to which information is being collected about them and how it is being used. Even if 
consumers do read privacy policies, they opaque. Additionally, as Schaub notes in his work [19], privacy policies are 
often binary and ineffective. This is means that the consumers are forced to either agree to the privacy policy entirely 
or forego the possibility of using the particular software or IoT device related to the policy. As more and more sensitive 
consumer data is collected by organizations and existing privacy regulations (like the Health Information Portability 
and Accountability Act (HIPAA)) are limited in technological adaptation (e.g., HIPAA not applying to fitness trackers), 
it is increasingly important that consumers are able to make an informed decision about data compilation, use, and 
sharing. 

In this position paper, we offer for consideration an approach for developing software and IoT privacy labels that 
are modular, with each service offered by the organization corresponding to a label tag. This is helpful to consumers 
who might choose to be connected to the organization as a consumer, but do not want their data to be used or shared 
for unwanted services. Such a mechanism would not only be much more granular, but also compatible with existing 
regulatory demands and the overall National Institute of Standards and Technology (NIST) Privacy Framework. A 
modular approach to privacy labels has the following advantages: 

• It is aligned with rapid innovation. It enables addition, modification, and deletion of label tags based on services 
that are supported at any given time. 

• It is practical and does not add additional criteria to existing Records of Processing (RoP). If organizations 
already have a data and processing activities map, they can simply export it to the label format. 

• It is compatible with with current international privacy regulations as long as the RoP remains updated and 
accurate. 

• Usable and acceptable for consumers. 

• It can accommodate a plethora of software and IoT devices and services based. 

• It can be adjusted to security guidelines and criteria as they become available. Once IoT cybersecurity and 
secure software development criteria are developed, they can be immediately incorporated into the modular 
privacy policy. 

• It is flexible. It inherently enables allow manufacturers to adapt and built functionality into IoT devices based 
on consumer-specific demands for data protection. 

Modular privacy policies can also encourage innovation in manufacturers’ IoT security efforts, without building in 
assumptions about future technologies and the security landscape. The feasibility and possible means for implementing 
tiered labels that reflect increasingly comprehensive levels of testing and assessment is illustrated by prior work on 
privacy policies on Facebook [4]. 

A Modular Solution 

Prior research has supported the use of task-based or session-based user-adaptive systems to make systems more 
trustworthy [12, 6]. Task-based systems inform users about how their data is being used and also that their data is 
not being used for purposes to which they have not consented. In the context of IoT devices, consumers of IoT devices 
should be able to restrict information shared for one purpose (e.g., turning on the coffee machine) to be used for a 
different purpose (e.g., receive advertisements for available coffee delivery services) unless the service is desired. In 
addition, data applied for a certain context should not be retained beyond that context (e.g., location data should 
be removed once weather information is provided to the requesting user). The modular privacy framework integrated 
Nissenbaum’s ‘Contextual Integrity’ [16] and Camp’s ‘Design for Trust’ [2] approaches to generate the preference-
specific interface by considering the user (stakeholder), usage (purpose), and the environment variables. We also 
applied the additional guidelines provided in Cranor’s 2004 [3]: 
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Figure 1: Step-by-Step Approach to Modular Labels 

• Users must be able to update their preferences at any time. This is to return the ‘preference control remote’ 
back to the user. 

• The system must be open about what data is being collected, how it is being collected, and for how long it is 
being retained. 

• The least possible user information should persist beyond session lifetime. 

• Personalized interfaces must be built with sensitivity to the risks context. Thus, organizations which collect 
sensitive data such as financial services, health and disability services, differ from games. Services which either 
support potentially vulnerable populations or could be used to harm those targeted for harassment should meet 
a higher standard of care (e.g., [17] ) 

Building on these principles we developed a pilot implementing a modular privacy policy labeling. The privacy 
policy is divided into sections, one for each of the respective services. The interaction enables consumers to agree to 
specific sections of a privacy policy. Since a privacy policy is required to state the data collected by each service, it 
was straight-forward to create these separate modules. This interaction enables consumers to clearly see what data is 
collected by each services. The modular label can also be extended to be more interactive so consumers can also decline 
to use a particular service by opting out of the privacy policy module corresponding to it. Each module identifies a 
service, the data, and the recipients of the data. The same consumer may feel very differently about the same datum 
based on reason for use and recipient [8, 1]. 

We create a modular privacy policy model by implementing the following design iterations: (i) Study the current 
data policy either manually or through automation, (ii) Develop sections for classification (which services are being 
offered) derived from the data policy, (iii) Extract sections from policy and fit into the classification of service to 
policy mapping (this mapping contains information on data collection, usage/processing, and storage), (iv) Render 
the modular sections of the policy based on the extracted data in a printed label format, and v) Validate the usability 
of the modular policy by conducting qualitative user studies. Our initial pilot study suggested that participants were 
more willing to pay attention to the labels and they understood what data was being processed and how it was being 
used. At the user end, these service-specific policy statements can be seen and accepted in parts according to the 
particular service they desire. [4]. 

In the current label used in the pilot, there are two core design goals: (i) Develop a conceptual model for selective 
privacy policy statements. (ii) Improve clarity and visibility in the policy model through interface design. 

Generic user modeling systems provide a basic framework for studying how users value their privacy. In networked 
systems and services, it is becoming increasingly complex to understand and resolve conflicting privacy values and 
usability issues [11, 8]. Machine Learning could also be used to automate the generation of labels based on their use 
in privacy policies [20, 9, 13, 15, 21]. One of the machine learning approaches that directly informed our work was 
the framework proposed by Harkous et al. [9]. Their proposed framework uses a hierarchy of neural network classifiers 
to identify high-level and fine-grained data collection and usage policy details. They demonstrate the utility of their 
framework by building an application that given a link to the privacy policy could automatically generate disconnect 
icons 1 based on preset rules. Using the same framework a similar application can be built to generate aggregate 
privacy ratings for privacy policies based on preset rules or user preferences. 

The user modeling in the pilot was influenced by the work of Preibusch and Soren, who proposed a framework 
for ‘analyzing privacy requirements’ and matching them with the data collected by online services to ensure that no 
additional data is left unprotected [18]. The user modeling and interaction design was also informed by research on 
privacy perceptions and behaviors [7? ]. Given the current international requirements and available tool, this approach 
to providing the required information to inform consumers should not significantly raise the cost on companies, since 
they already have this information on their data processing. 

Application and Broader Impact 

Our modular privacy label approach provides an approach which empowers consumers to take control of their privacy 
by selectively agreeing to only the sections of the privacy policy for the services they desire. These sections correspond 
to specific services offered by the platform or device which a consumer might or might not choose to use. 

The modular approach provides transparency about and control over the specific information shared with manufac-
turers, service providers, and third-parties. Transparency would ensure that organizations not only remain compliant 
with existing regulations and the overall NIST Privacy Framework, but also increase trust through effective data 

1Disconnect icons are privacy icons that were developed a Mozilla led working group. The aim of these icon was to make it easy for 
people to understand the terms of the privacy policy and to communicate data collection and usage practices [5]. 
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communication. Additionally, we also believe that developers will find it more convenient to implement sections as 
privacy labels when they develop or upgrade new services without modifying an entire label. Finally, our proposed 
solution leverages organizations’ existing RoP, which would reduce the burden on organizations to become compliant 
with a new labeling requirement. 

Such an approach could be effective in providing consumers an opportunity to select different products and services 
based on the desired services; and enable them to purchase only that which they choose. However, the presentation of 
the options, including the timing and framing, are critical design decisions; for example, should consumers opt-out or 
opt-in? A design beyond a pilot must address issues of timing, human decision-making biases, and risk perception. 
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